One of the main challenges that every data scientist face is model deployment. Unless you are one of the lucky few who has loads of data engineers to help you deploy a model, it’s really an issue in enterprise projects. I am not even implying that the model needs to be production ready but even a seemingly basic issue of making the model and insights accessible to business users is more of a hassle then it needs to be. There used to be 2 main ways of solving the problem:

1. Ad-hoc manual runs at every request
2. Hosting the code on a server and writing an API interface to make the results available

These are two ends of the spectrum. Ad-hoc runs are just too tedious and clients typically demand for some self-serve interface but good luck trying to get a permanent server to host your code. Turns out there is a third way – the serverless way! AWS Lambdas and Google Cloud Platform Cloud Functions have really opened up a new way of serving results without having to manage any infrastructure. If you have access to the cloud, this is a very attractive option.
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This post documents some of my experience with cloud run and hopefully serves as a good reference template for anyone who might want to try it out.

This post is more of a practical guide with a real world machine learning application that an analyst might develop and wish to deploy, which I think makes the application a lot more concrete and useful. It’s also a really fun little side project.

**Will My Project Run on the Cloud Run?**

Cloud run is not a panacea. Check out the [requirement specification](https://cloud.google.com/run/docs/reference/container-contract) and [limits](https://cloud.google.com/run/quotas) for more details but here are some limitations that you should be aware of.

* States are not persisted (if you want to persist them you need an external database)
* The maximum memory limit is 2GB
* The container must start a server within 4 minutes after receiving a request and it times out after 15 minutes

This makes it well suited for short computations, but not tasks which might require lots of memory or are very CPU intensive. 15 minutes in reality is not too bad! You could probably run some regressions, decision trees, even solve a linear programming problem but maybe not train a neural network.
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Here’s my fun serverless-ml weekend project: an application that analyzes the twitter-verse. I wanted to generate two plots: a graph which compares the frequency of tweets over time and another one which does a sentiment analysis on the tweets. As an added bonus, I decided to make it interactive – this means serving static plots as well as interactive plotly results.

The main package I used were: rtweet, dplyr, ggplot2, tidytext, tidyr and stringr.

rtweet provides a convenient api to collect users timeline information. You would need a twitter API account to get started. It’s a simple process and you can register for one here: <https://developer.twitter.com/en/apply-for-access>.

Take note of the four keys/tokens. They should be saved as an environment variable in your system.[2](https://www.timlrx.com/2020/01/22/serverless-machine-learning-with-r-on-cloud-run/#fn2) These four keys correspond to API\_KEY, API\_SECRET\_KEY, ACCESS\_TOKEN and ACCESS\_SECRET in the tweet.R file and will be retrieved programmatically when needed.

[**Tweet.R**](https://www.timlrx.com/2020/01/22/serverless-machine-learning-with-r-on-cloud-run/)

The important part of it is that we are encapsulating each part as a function which we then call in the main api routing file (app.R).

For the sentiment analysis, we are counting the number of positive and negative words as matched by a dictionary. Doesn’t this require at external database? Not really – external dependencies or data files are fine, as long as they are stateless. We can package it together with our docker file or in this case it comes installed with the tidytext package!

**App.R**

This file contains the serving logic. We are using the plumber package which allows us to create a REST API in R by decorating it in with some markup. You can specify query parameters by using a #\* @param markup and specify the type of output to return such as #\* @png for a static image or #\* @html for html.

As an added bonus, there’s also an out of the box option to make htmlwidgets work (#\* @serializer htmlwidget). This makes our serving plotly results really simple. I decided to create two paths for each plot, a static one as well as a plotly interactive result. So in total we have four paths:

* /frequency (ggplot)
* /html/frequency (plotly)
* /sentiment (ggplot)
* /html/sentiment (plotly)

The functions all accept two arguments: n – the number of tweets, and users which could be a comma separated list of user IDs which we will then query the twitter API via rtweet for the relevant information.

**Server.R**

This is the bit of code that starts our plumber server. We infer the port as defined by an environment variable (PORT).

That’s it for the R code. Now you should have a working application which you can run locally from your computer. Next, we get into the grimy details of ML-ops ![🏃](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAABICAMAAABiM0N1AAAAA3NCSVQICAjb4U/gAAAAmVBMVEVHcEz/3F3XynH/1FWzsor/3F3/01P/3Fz/01U3gLfv1YXv34+atswodKgxcp13oL3/01Mye63/rjQweLD/3Fw/isUgZpvK1NzN19zD0dn/rDLM1t3M1964unv/rDGSoI7/3F1CicH/rDMcY5k1e6rM1t2dr4r/wkY8gbM6lNkscaVWkbfz12N0nJ+2uXq3zNt/pKE+dZArfLlpzA1sAAAAIHRSTlMAl/1qEulAwYBDMCD7LM78UGrmna/cvMpmgMubRYif3wgSrMEAAALrSURBVFiFrZjrmqogFIY9kIc0raysaWZvFMns3Nz/xW0QD5izNWC+Hz1Z8vaxWKxFatrPAuZHmqYfDvjP928KOMuUaTlX4Vg1hspU4KS8lvKzW3ZAqfM7hkjEFUB5nnMkWZD2kUMIOZo0yCIcmKc5fVECAQqCKVQGaRNYia2/PEjvgP7Ig6Y1qJzaVB6k2bBBqW22xhKRpwLSzJJBg375mimRrJVtAgsajyRJ1q4SiuqQMC0UOVFSS82TSwjncwkKlEDr5GxAaFwpybAdS5YDyHC6dhdq6kEXUbLqusmBZVIZ8gslSYLOFw50o+/kZudWhmAZ74cICDgO1xFnBmcoSURAdGO0PaPacEaVSoYAyKED9Tl/BeG1AtGJvsmph8JVmTM2PzEWpHdB87Z4TFb6hJ8YyXEBkGY6TlvTmmSsdBEAUVk86tFySLRFE3LaFP8bxyHRtgVBmuYxlHHugmQy2yOxtl2ek1zJcoqDmNYvICgLijqWIJQ+vXXnpst3JtABqfSlTpDkO4AbZb8BcjeI6nSsJdfdAMMQZbXkQF8151RzpBx5Nnz2HEl0SZPUosMr6CgOKrfspecok+K0lpogZaIZWVej5ytINNo1yKCYYLFoQKIZ2RyzA7QhY10W6utNuEBWRXvlaSwo0fVwK7uuKIidRLlhtUXRclT16vYU0DQDCG3bceblEd513dH/lsxBW+m5xlnz9OBUFD7eDoOYA+7IP+mR4A0VxR3vhkHMAfdf1umD4PMNEHOgt9egb+mGvgs8ClqVceA+mDZ9fGJT6X9pyuOxGLEEGOz0UXhCCOPPERB4SaS+pv4RIX8UxJJ78I44pKDRTmeOgnZ3hEI8xtG8URA4UUejnM2VFrbBQka6jB+PcLa+j55P9B0N3bRA6L4fxIC9H2aI5FuxHrptRvJoMNazIMzI/MmeLIrBHwz8oXScRVWhDu8YY4UnbEGJOfu4lMKzg5DIp2ZwvN+qPIPw9jGO492nMOMft/Gc9B8CLOgAAAAASUVORK5CYII=)‍![♀](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAABICAMAAABiM0N1AAAAA3NCSVQICAjb4U/gAAAAKlBMVEVHcEzqWG3qV23vV2/qWG7qWW7////61Nrvf4/97vD0pK/2tsDykqDtaXwIwVbVAAAABXRSTlMAx2Ag78QXwGUAAAE2SURBVFiF7ZjZDoMgEEXdRhbx/3+3gDRaO4MiN41Jva/iCbOTaRqvrqUKtV2zqK/CRFQfOUMth2gIpOr7BLXePwgOUYe5ULgShkP0gKpBelJjlJp0BciacSNjL4LcByai3BXQtMcETcWgWXEc76u5ECRwPKkMtNqlrPayK1iwjge5b0tWW3mP8yDDRekdRXMeZNMfuxzUicTmEwsygg0ucyUOpMX4JD9x1cKBUsiYjJnlwHEgJSeM/IkDZVyawlAEYtuGfkBbEMDZsPDDEhJWIrCixbURWGPDtVpY88eNI9yAhI1swj0iCPasCQI9tKIW0OGxfwSxaZRJJAlkpRKRcqC41vgm8oOihZkGc/aqBXB47AHdCqRyaVgCCvNEnB0loJO6IQi2ZIGtfWCLKNxqDLasA60PXykMaaULagjpAAAAAElFTkSuQmCC). This involves packaging our dependencies with docker and deploying it on cloud run.

**Docker**
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To jump start the configuration, we build on top of the official [r-base image](https://hub.docker.com/_/r-base). It’s a Linux image and we need to install some additional dependencies to make the application work, namely libssl-dev for rtweet and pandoc for dealing with htmlwidgets. This forms the start of our Dockerfile:

FROM r-base

RUN apt-get update -qq && apt-get install -y \

git-core \

libssl-dev \

libcurl4-gnutls-dev \

pandoc

Next, we copy the scripts in our directory to the app directory in the container and install the necessary R libraries using the Rscript function:

WORKDIR /usr/src/app

# Copy local code to the container image.

COPY . .

# Install any R packages

RUN Rscript -e "install.packages('plumber')"

RUN Rscript -e "install.packages(c('rtweet', 'dplyr', 'ggplot2', 'plotly', 'tidytext', 'tidyr', 'stringr'))"

We expose port 8000 (this is more for documentation) and run the server when the container is launched:

EXPOSE 8000

# Run the web service on container startup.

CMD [ "Rscript", "server.R"]

let’s build the docker image and give it a run:

docker build -t ${IMAGE} .

docker run -p 8000:8000 -e PORT=8000 -e API\_KEY -e API\_SECRET\_KEY -e ACCESS\_TOKEN -e ACCESS\_SECRET ${IMAGE}

${IMAGE} here represents the name which you can assign to the image. Remember the environment variables that we need for the application? Port for plumber and the API keys to access twitter API? We pass it to the container when we are running it. Note: The build process is quite long, with the image being 1.22GB big.[4](https://www.timlrx.com/2020/01/22/serverless-machine-learning-with-r-on-cloud-run/#fn4)

If the image runs successfully, you should be able to access the routes on your browser. Now, we can take it from your local machine to the web!

**Cloud Run**

You can use my deploy.sh script as a guide on how to build and deploy your image. Before doing so, I recommend that you assign the Cloud Run Admin role to the account or user you are running the script in order for it to be deployed correctly. You can do it from the [IAM panel](https://console.cloud.google.com/iam-admin) within GCP.

In the script, I retrieved the project ID programmatically, but feel free to substitute it with your GCP project. All the script does is to upload the local docker image to Google’s container repository and run cloud run to deploy the image from the repository:

gcloud alpha run deploy \

--image="[gcr.io/${PROJECT\_ID}/${IMAGE}:1.0.0](http://gcr.io/$%7BPROJECT_ID%7D/$%7BIMAGE%7D:1.0.0)" \

--region="us-central1" \

--platform managed \

--memory=512Mi \

--port=8000 \

--set-env-vars API\_KEY=${API\_KEY},API\_SECRET\_KEY=${API\_SECRET\_KEY},ACCESS\_TOKEN=${ACCESS\_TOKEN},ACCESS\_SECRET=${ACCESS\_SECRET} \

--allow-unauthenticated

We add an allow-unauthenticated to allow public traffic and increase the memory as the default was too low. You can start with the default 256MB first but if you encounter any errors, do check the cloud run logs which is very useful for debugging any errors. If all goes well, you should be greeted with an image like this:

Our twitter project is now successfully hosted on Cloud Run!

**Test it out**

Here’s the fun part – try it out and visualize and analyse live twitter data!

Some fun examples!

**Conclusion**

That’s it for this serverless + R tutorial. Hope you managed to learn something useful or at the very least find the twitter analysis interesting ![😃](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAABICAMAAABiM0N1AAAAA3NCSVQICAjb4U/gAAAAV1BMVEVHcEz/zEz/y0v/zEz/zUz/y0v/zEz/z0f/zE3/zE3/zEz/zUxmRQD/zE3///+edxysgyOOdkOGYQ/ImzHpuULZqjr1xEh1Uwm4qIjb08Ly7+mCZi2fi2CVv8NcAAAADHRSTlMAj0DPVYDfIJ/vr79g6ew8AAACk0lEQVRYhd1Y2ZaDIAzV1rq0dsR96fz/d46AWpIQRY5Pcx9mzjHhNiELgSDgkUThK34viF9hlOwos4jSjeOLOI3OsSRhRlk0stDdrtuTY9F43tysSfdpJFIHqx6sU8DBx5E5dxcaifuuUZGTOYtROwF8uNNIsO457DJEehEPw+TBY2U6uT8ryD5FfjzvN4pdAuMu8lzY1xFJBvPpjrUZJovkzm9Qkys0lMcqebCOFVq9oERWieEcjHyXL+gwDyPZcuAG1etVvcZEnGTtT6iPFas68Y2TPJcdQurVql5hIlaidylEX/MNmIiVhIoI9yAPosxaHB5EqlBI1fsQyQwg56APUUxj5kc0x432D4/wy03CwfdJyLdMgBf5dr5EZrzoXp8vWok4IJ9OtxENG9HJxsYTnWu1e0Rnmv8+kQf+M5FlCPZBTEqkaR2WdS1OpRcq2k4WeF+I2pZz+odqUfSyAcAyCVEb2ep71qyEqFuFRv2thaiqrxzWSYQaW34CYGECW213vNxOFKPmr4imcSg//PpPOYwTJkrxcaQ0p58Z4zgMQ6nw0f/K+cM4Stn0wUQRPiBlPPLfnwP8Sq3eWJaRI1tHTdvEQdsDohaSIWLpyv3I84y91jH7dkLHmkUrLxmjpnJRMD17Wgat7aDIy4FwTUO5iU2DtougmQFG7s5c4+bjHMXSEJlH5Hf8N4fRxi0bjVo0J21zPK6PWaBj4BZhDuzFMY8ZejCww0n7kMnkQVcIWChinwecR+RCCm4Rdc/T9GCCsFxHwQjYse4VoDM6XCHbykZTwY7udqltCuRgX6BOzvBYrqOtqBayvhLkeNl5jbjqAeG6J43gskeW4Lpnn+Cyhyhl1TVPYwrXPNYtdp15PvwDwKrTFwtF9JMAAAAASUVORK5CYII=). The nice part about having this application running is that you can analyze real-time twitter frequency or sentiment plots with whatever account you choose (even your own), so feel free to try it out.